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ESTIMATING THE	
PREVALENCE OF DECEPTION	

IN ONLINE REVIEW COMMUNITIES	



Consumers increasingly rate, review and research 
products and services online.	



87%	
“Positive information I’ve read online has 

reinforced my decision to purchase a product or 
service recommended to me.”	

Source: http://www.coneinc.com/negative-
reviews-online-reverse-purchase-decisions	



80%	
“Negative information I’ve read online has made 

me change my mind about purchasing a product or 
service recommended to me.”	

Source: http://www.coneinc.com/negative-
reviews-online-reverse-purchase-decisions	



 
Perhaps unsurprisingly…	



Is this an epidemic?	





How many  
fake reviews 

are out there?	



How to tell if a review is fake	



Which of these reviews is fake?	
“I have stayed at many hotels 
traveling for both business and 
pleasure and I can honestly stay 
that The James is tops. The 
service at the hotel is #rst class. 
The rooms are modern and very 
comfortable. The location is 
perfect within walking distance 
to all of the great sights and 
restaurants. Highly recommend 
to both business travellers and 
couples.”	

“My husband and I stayed at the 
James Chicago Hotel for our 
anniversary. This place is fantastic! 
We knew as soon as we arrived we 
made the right choice! The rooms 
are BEAUTIFUL and the sta! very 
attentive and wonderful!! The area 
of the hotel is great, since I love to 
shop I couldn't ask for more!! We 
will de#natly be back to Chicago 
and we will for sure be back to the 
James Chicago.”	



Which of these reviews is fake?	

Answer:	

“My husband and I stayed at the 
James Chicago Hotel for our 
anniversary. This place is fantastic! 
We knew as soon as we arrived we 
made the right choice! The rooms 
are BEAUTIFUL and the sta! very 
attentive and wonderful!! The area 
of the hotel is great, since I love to 
shop I couldn't ask for more!! We 
will de#natly be back to Chicago 
and we will for sure be back to the 
James Chicago.”	



•  Solicited 400 fake positive 
reviews of Chicago hotels	
•  Gathered 400 truthful positive 

reviews from TripAdvisor	

Source: http://www.cs.cornell.edu/~myleott	

Ott et al. (2011)	

Dataset	



•  2 out of 3 undergraduates 
performed at-chance	
•  n-gram text categorization 

(SVM) is ≈ 90% accurate	

Source: http://www.cs.cornell.edu/~myleott	

Ott et al. (2011)	

Identifying Deception	



Truthful reviews	

•  Tempered opinions	
•  More spatial details	

•  More nouns and 
adjectives	

•  More numbers and 
punctuation	

Fake reviews	

•  Exaggerated opinions	
•  Greater focus on aspects 

external to the hotel	
•  More pronouns, verbs 

and adverbs	
•  More #ller (blah, like)	

Source: http://www.cs.cornell.edu/~myleott	

Ott et al. (2011)	

Features	



How many  
fake reviews 

are out there?	



•  Given that users increasingly rely 
on online reviews (Cone, 2011), rates of 
deception must be low	
•  On the other hand, rates of 

deception may vary across review 
communities and user groups	

Expectations	



Less deception	

•  Veri#ed (high cost) 
review communities	

•  Low tra%c (low 
bene#t) review 
communities	

More deception	

•  Unveri#ed (low cost) 
review communities	

•  High tra%c (high 
bene#t) review 
communities	

Expectations	



•  Assume given a deception classi#er	
•  Apply the classi#er to some reviews	
•  Estimate the classi#er’s sensitivity 

and speci#city, i.e., recall rates	
•  Estimate the rate of deception with 

a generative model	

Approach	



•  Sample (latent) rate of deception	
•  Sample (latent) sensitivity	
•  Sample (latent) speci#city	
•  For each review:	
– Sample (latent) ground-truth 

deception label	
– Sample (observed) classi#er output	

Generative Storyline	
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•  Gibbs sampling	
•  Apply model to reviews from six 

hotel review communities:	
– High cost: Expedia, Hotels.com, 

Orbitz, Priceline	
– Low cost: TripAdvisor and Yelp	

Approach	
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(a) Orbitz
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(b) Priceline
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(c) Expedia
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(d) Hotels.com

0%#

2%#

4%#

6%#

8%#

10%#

12%#

Jan,09# Jul,09# Jan,10# Jul,10# Jan,11# Jul,11#

(e) Yelp
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Figure 3: Graph of Bayesian estimates of deception prevalence versus time, for six online review communities.
Blue (a–d) and red (e–f) graphs correspond to high and low posting cost communities, respectively. Error
bars show Bayesian 95% credible intervals.

8. RESULTS AND DISCUSSION
Estimates of the prevalence of deception for six review

communities over time, given by the Näıve Prevalence Model,
appear in Figure 2. Blue graphs (a–d) correspond to com-
munities with High posting cost (see Table 3), i.e., commu-
nities for which you are required to book a hotel room before
posting a review, while red graphs (e–f) correspond to com-
munities with Low posting cost, i.e., communities that allow
any user to post reviews for any hotel.

In agreement with Hypothesis 1 (given in Section 6), it
is clear from Figure 2 that deceptive opinion spam is de-
creasing or stationary over time for High posting cost re-
view communities (blue graphs, a–d). In contrast, review
communities that allow any user to post reviews for any ho-
tel, i.e., Low posting cost communities (red graphs, e–f), are
seeing growth in their rate of deceptive opinion spam.

Unfortunately, as discussed in Section 3.1, we observe that
the prevalence estimates produced by the Näıve Prevalence
Model are often negative. This occurs when the rate at
which the classifier makes positive predictions is below the
classifier’s estimated false positive rate, suggesting both that
the estimated false positive rate of the classifier is perhaps
overestimated, and that the classifier’s estimated specificity
(truthful recall rate, given by ✓) is perhaps underestimated.
We address this further in Section 8.1.

The Bayesian Prevalence Model, on the other hand, en-
codes the uncertainty in the estimated values of the classi-
fier’s sensitivity and specificity through two Beta priors, and
in particular their hyperparameters, � and �. Estimates of
the prevalence of deception for the six review communities
over time, given by the Bayesian Prevalence Model, appear
in Figure 3. Blue (a–d) and red (e–f) graphs, as before, cor-

respond to communities with High and Low posting costs,
respectively.
In agreement with Hypothesis 1 (Section 6), we again find

that Low signal cost communities, e.g., TripAdvisor, seem to
contain larger quantities and accelerated growth of deceptive
opinion spam when compared to High signal cost communi-
ties, e.g., Orbitz. Interestingly, communities with a blend of
signal costs appear to have medium rates of deception that
are neither growing nor declining, e.g., Hotels.com, which
has a rate of deception of ⇡ 2%.
To test Hypothesis 2, i.e., that increasing the signal cost

will decrease the prevalence of deception, we need to increase
the signal cost, as we have defined it in Section 6. Thus, it
is necessary to either increase the posting cost, or decrease
the exposure benefit. And while we have no control over a
community’s exposure benefit, we can increase the posting
cost by, for example, hiding all reviews written by users
who have not posted at least two reviews. Essentially, by
requiring users to post more than one review in order for
their review to be displayed, we are increasing the posting
cost and, accordingly, the signal cost as well.
Bayesian Prevalence Model estimates for TripAdvisor for

varying signal costs appear in Figure 4. In particular, we
give the estimated prevalence of deception over time af-
ter removing reviews written by first-time review writers,
and after removing reviews written by first- or second-time
review writers. In agreement with Hypothesis 2, we see a
clear reduction in the prevalence of deception over time on
TripAdvisor after removing these reviews, with rates drop-
ping from ⇡ 6%, to ⇡ 5%, and finally to ⇡ 4%, suggesting
that an increased signal cost may indeed help to reduce the
prevalence of deception in online review communities.
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Figure 3: Graph of Bayesian estimates of deception prevalence versus time, for six online review communities.
Blue (a–d) and red (e–f) graphs correspond to high and low posting cost communities, respectively. Error
bars show Bayesian 95% credible intervals.

8. RESULTS AND DISCUSSION
Estimates of the prevalence of deception for six review

communities over time, given by the Näıve Prevalence Model,
appear in Figure 2. Blue graphs (a–d) correspond to com-
munities with High posting cost (see Table 3), i.e., commu-
nities for which you are required to book a hotel room before
posting a review, while red graphs (e–f) correspond to com-
munities with Low posting cost, i.e., communities that allow
any user to post reviews for any hotel.

In agreement with Hypothesis 1 (given in Section 6), it
is clear from Figure 2 that deceptive opinion spam is de-
creasing or stationary over time for High posting cost re-
view communities (blue graphs, a–d). In contrast, review
communities that allow any user to post reviews for any ho-
tel, i.e., Low posting cost communities (red graphs, e–f), are
seeing growth in their rate of deceptive opinion spam.

Unfortunately, as discussed in Section 3.1, we observe that
the prevalence estimates produced by the Näıve Prevalence
Model are often negative. This occurs when the rate at
which the classifier makes positive predictions is below the
classifier’s estimated false positive rate, suggesting both that
the estimated false positive rate of the classifier is perhaps
overestimated, and that the classifier’s estimated specificity
(truthful recall rate, given by ✓) is perhaps underestimated.
We address this further in Section 8.1.

The Bayesian Prevalence Model, on the other hand, en-
codes the uncertainty in the estimated values of the classi-
fier’s sensitivity and specificity through two Beta priors, and
in particular their hyperparameters, � and �. Estimates of
the prevalence of deception for the six review communities
over time, given by the Bayesian Prevalence Model, appear
in Figure 3. Blue (a–d) and red (e–f) graphs, as before, cor-

respond to communities with High and Low posting costs,
respectively.
In agreement with Hypothesis 1 (Section 6), we again find

that Low signal cost communities, e.g., TripAdvisor, seem to
contain larger quantities and accelerated growth of deceptive
opinion spam when compared to High signal cost communi-
ties, e.g., Orbitz. Interestingly, communities with a blend of
signal costs appear to have medium rates of deception that
are neither growing nor declining, e.g., Hotels.com, which
has a rate of deception of ⇡ 2%.
To test Hypothesis 2, i.e., that increasing the signal cost

will decrease the prevalence of deception, we need to increase
the signal cost, as we have defined it in Section 6. Thus, it
is necessary to either increase the posting cost, or decrease
the exposure benefit. And while we have no control over a
community’s exposure benefit, we can increase the posting
cost by, for example, hiding all reviews written by users
who have not posted at least two reviews. Essentially, by
requiring users to post more than one review in order for
their review to be displayed, we are increasing the posting
cost and, accordingly, the signal cost as well.
Bayesian Prevalence Model estimates for TripAdvisor for

varying signal costs appear in Figure 4. In particular, we
give the estimated prevalence of deception over time af-
ter removing reviews written by first-time review writers,
and after removing reviews written by first- or second-time
review writers. In agreement with Hypothesis 2, we see a
clear reduction in the prevalence of deception over time on
TripAdvisor after removing these reviews, with rates drop-
ping from ⇡ 6%, to ⇡ 5%, and finally to ⇡ 4%, suggesting
that an increased signal cost may indeed help to reduce the
prevalence of deception in online review communities.



The rate of deception 
varies according to the 

costs and bene#ts 
of posting fake reviews.	



Increasing the cost should 
reduce deception.	
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(a) TripAdvisor. All reviews.
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(b) TripAdvisor. First-time reviewers ex-
cluded.
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(c) TripAdvisor. First-time and second-
time reviewers excluded.

Figure 4: Graph of Bayesian estimates of deception prevalence versus time, for TripAdvisor, with reviews
written by new users excluded. Excluding reviews written by first- or second-time reviewers increases the
signal cost, and decreases the prevalence of deception.

8.1 Assumptions and Limitations
In this work we have made a number of assumptions, a

few of which we will now highlight and discuss.
First, we note that our unlabeled test set, Dtest, overlaps

with our labeled truthful training set, Dtrain. Consequently,
we will underestimate the prevalence of deception, because
the overlapping reviews will be more likely to be classified
at test time as truthful, having been seen in training as be-
ing truthful. Excluding these overlapping reviews from the
test set results in overestimating the prevalence of decep-
tion, based on the hypothesis that the overlapping reviews,
chosen from the 20 most highly-reviewed Chicago hotels, are
more likely to be truthful to begin with.

Second, we observe that our development set, Ddev, con-
taining labeled truthful reviews, is not gold-standard. Un-
fortunately, while it is necessary to obtain a uniform sample
of reviews in order to fairly estimate the classifier’s truthful
recall rate (specificity), such review samples are inherently
unlabeled. This can be problematic if the underlying rate of
deception is high among the reviews from which the devel-
opment set is sampled, because the specificity will then be
underestimated. Indeed, our Näıve Prevalence Model regu-
larly produces negative estimates, suggesting that the esti-
mated classifier specificity may indeed be underestimated,
possibly due to deceptive reviews in the development set.

Third, our proposal for increasing the signal cost, by hid-
ing reviews written by first- or second-time reviewers, is not
ideal. While our results confirm that hiding these reviews
will cause an immediate reduction in deception prevalence,
the increase in signal cost might be insu�cient to discourage
new deception, once deceivers become aware of the increased
posting requirements.

Fourth, in this work we have only considered a limited
version of the deception prevalence problem. In particular,
we have only considered positive Chicago hotel reviews, and
our classifier is trained on deceptive reviews coming only
from Amazon Mechanical Turk. Both negative reviews as
well as deceptive reviews obtained by other means are likely
to be di↵erent in character than the data used in this study.

8.2 Implications for Psychological Research
The current research also represents a novel approach to a

long-standing and ongoing debate around deception preva-
lence in the psychological literature. In one of the first large-

scale studies looking at how often people lie in everyday
communication, DePaulo et al. [4] used a diary method to
calculate the average number of lies told per day. At the
end of seven days participants told approximately one to
two lies per day, with more recent studies replicating this
general finding [6], suggesting that deception is frequent in
human communication. More recently, Serota et al. [17]
conducted a large scale representative survey of Americans
asking participants how often they lied in the last 24 hours.
While they found the same average deception rate as pre-
vious research (approximately 1.65 lies per day), they dis-
covered that the data was heavily skewed, with 60 percent
of the participants reporting no lies at all. They concluded
that rather than deception prevalence being spread evenly
across the population, there are instead a few prolific liars.
Unfortunately, both sides of this debate have relied solely
on self-report data.
The current approach o↵ers a novel method for assessing

deception prevalence that does not require self-report, but
can provide insight into the prevalence of deception in hu-
man communication more generally. At the same time, the
question raised by the psychological research also mirrors
an important point regarding the prevalence of deception in
online reviews: are a few deceptive reviews posted by many
people, or are there many deceptive reviews told by only a
few? That is, do some hotels have many fake reviews while
others are primarily honest? Or, is there a little bit of cheat-
ing by most hotels? This kind of individualized modeling
represents an important next step in this line of research.

9. CONCLUSION
In this work, we have presented a general framework for

estimating the prevalence of deception in online review com-
munities, based on the output of a noisy deception classifier.
Using this framework, we have explored the prevalence of
deception among positive reviews in six popular online re-
view communities, and provided the first empirical study of
the magnitude, and influencing factors of deceptive opinion
spam.
We have additionally proposed a theoretical model of on-

line reviews as a signal to a product’s true (unknown) qual-
ity, based on economic signaling theory. Specifically, we have
defined the signal cost of positive online reviews as a func-

Users with	
≥ 2 reviews	

Users with	
≥ 3 reviews	

Users with	
≥ 1 review	



•  Presented a framework for estimating 
the rate of deception in online review 
communities using a noisy classi#er.	
•  Explored the rates of deception in six 

popular review communities.	
•  Showed how review posting costs can 

be manipulated to reduce deception.	
•  Demo at ReviewSkeptic.com.	

Conclusion	



•  Presented a framework for estimating 
the rate of deception in online review 
communities using a noisy classi#er.	
•  Explored the rates of deception in six 

popular review communities.	
•  Showed how review posting costs can 

be manipulated to reduce deception.	
•  Demo at ReviewSkeptic.com.	

Thank you. Questions?	



ReviewSkeptic.com	


